Kriging Bootstrapped Neural Network Training for Fast and Accurate Process Variation Analysis
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Abstract—Speeding up the design optimization process of Analog/Mixed-Signal circuits has been a subject of active research. Techniques such as metamodeling, artificial neural networks, and optimization over SPICE netlists have been used. While the results are accurate and promising, the effects of process variation on design space exploration still persist. Metamodels created by existing techniques are still not variation aware. This paper presents a novel technique for fast and accurate process variation analysis of nanoscale circuits. The technique combines traditional Kriging with an artificial neural network (ANN) to achieve the objective. Kriging captures correlated process variations of the circuits and accurately trains the ANN to generate the metamodels. The proposed technique uses Kriging to bootstrap target samples used for the ANN training. This introduces Kriging characteristics, which account for correlation effects between design parameters, to the ANN. As a case study of the proposed method, Kriging bootstrapped trained ANN metamodels are presented for an 180 nm Phase-Locked Loop (PLL) circuit design.
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I. INTRODUCTION

The development and improvement of metamodeling techniques has been gradually increasing in recent years. Significant research has been published on various metamodeling techniques for nano-CMOS applications. The goal has been to develop accurate metamodels with lower computational time costs. Extensive research work exploring polynomial, artificial neural network (ANN) and Kriging techniques have been presented in [1], [2]. ANNs are appealing because of their high accuracy and relative time efficiency. However, with the aggressive scaling of integrated circuit design, the number of design and process parameters that must be taken into consideration for design space exploration also increases. To accomplish the goal of improving the accuracy of design in the deep nanometer regions with increased number of design parameters, a particular optimization technique that has been explored is Particle Swarm Optimization (PSO) [3], [4]. PSO techniques are part of genetic, evolutionary, and population based algorithms.

While PSO and ANN metamodels have demonstrated increased accuracy [5], [6], certain design factors such as device parameter variations continue to pose a significant concern to circuit performance estimation. Analog circuits are particularly sensitive and hence prone to these effects [7].

Kriging based techniques for generating metamodels [8], [9], [10], [11] take into account the correlation between parameters and also incorporate a stochastic component that mitigates the deterministic nature of computer simulations, hence producing a more accurate statistical representation of the modeled circuit. The disadvantage of Kriging is that each point is predicted with a set of unique weights leading to time inefficient metamodel generations on large design spaces. ANN generated metamodels on the other hand are more time efficient for simulations. In this paper we propose a metamodeling based design that combines the benefits of Kriging with the accuracy and time efficiency of ANN models to produce accurate metamodels which are also more effectively process aware. Kriging is used to bootstrap the design samples used for training the ANN models, thus introducing a process aware component into the training set. We show that the Kriging trained ANN models are more process aware accurate than the bare ANN models.

The rest of this paper is organized as follows: the novel contributions of the paper are discussed in section II. A brief discussion of current related research is presented in section III. The proposed Kriging trained ANN metamodeling technique is presented in section IV. The case study circuit is described in section V. The technique of process variation aware analysis is discussed in section VI while the experimental results are presented in section VII. Finally, in section VIII conclusion and future research ideas are presented.

II. NOVEL CONTRIBUTIONS

The aggressive scaling of CMOS technology for continues to drive the research for more efficient design metamodeling techniques. To this end, this paper presents the following novel-contributions to the state-of-the-art:

1) The first ever method that combines Kriging and ANNs for fast and accurate metamodeling.
2) The bootstrapped Kriging accurately samples correlated data from the design space for accurate capture of process variation.
3) The Kriging-trained ANN generates very accurate metamodels which have been created with minimal effort as compared to the actual SPICE netlist.
4) A case study exploration using a 180 nm CMOS based PLL design is presented.
5) A comparative analysis of SPICE-netlist, Kriging, ANN, and Bootstrapped-Kriging-ANN approaches are presented for the 180 nm PLL.

III. RELATED RESEARCH

Related research to this work includes the design and formulation of modeling and metamodeling techniques. Polynomial regression methods such as response surface methodology (RSM) [12], [1], [13], [14] are one of the most common and reliable methods explored. However, low order polynomial regression techniques are not very accurate for global design space exploration [15], [16]. Non-polynomial based metamodels, particularly ANNs, have also been reported to surpass polynomial regression [17], [18], [19], [20]. ANN techniques use a learning process to continuously train weights used in approximating these models. The training process is critical in the development of ANN based models. A technique popularly used is applying optimization algorithms to optimize the weight training of ANN models [5]. It is this approach we adopt to infuse the characteristics of Kriging by bootstrapping the sample data points which are then used for the ANN training. We demonstrate that the bootstrapped data points enhance the modeling of process variation effects.

Monte Carlo (MC) simulations methods have been a reliable and effective method for yield analysis of designs. In [21], [7] hierarchical statistical analysis and regression based techniques have been explored for variation analysis. The proposed Kriging bootstrapped ANN model is analyzed for statistical variation using the MC method.

IV. PROPOSED KRIGING BOOTSTRAPPED ARTIFICIAL NEURAL NETWORK (ANN) METAMODELING

In this section, we introduce and discuss the proposed Kriging bootstrapped Artificial Neural Network metamodeling technique. First we briefly introduce traditional Kriging and Artificial Neural Network metamodeling and then discuss our proposed modifications. Our proposed kriging bootstrapped Artificial Neural Network (ANN) metamodeling technique is shown in Fig. 1.

A. Krigeing Based Metamodeling

Kriging prediction techniques were originally applied in geostatistics but have since been explored for other applications such as circuit design [10], [11], [9]. Kriging metamodeling combines polynomial regression with a stochastic approach to mitigate the deterministic nature of computer simulations. The Kriging equations can be expressed in the form of the following:

\[ y(\mathbf{x}_0) = \sum_{j=1}^{L} \lambda_j B_j(\mathbf{x}) + z(\mathbf{x}), \]  

(1)

where \( y(\mathbf{x}_0) \) is a stochastic function which predicts the response \( y \) at the design point \( \mathbf{x}_0 \). \( \{B_j(\mathbf{x}), j = 1, \cdots, L\} \) is a specific set of basis functions over the design domain \( D_N \) and \( \lambda_j \) are fitting coefficients (also known as weights) to be determined based on the Kriging method applied.

In calculating the weights \( \lambda_j \) for estimating Kriging functions, the autocorrelation between the input parameters is accounted for and characterized by the covariance function of the following form [22]:

\[ r(s, t) = \text{Corr}(z(s), z(t)). \]  

(2)

This property of Kriging prediction is exploited to model the effects of process variation on circuit metamodels. The correlations between the process variation of the design and process parameters are taken into consideration in calculating the weights for the metamodel functions. The drawback of Kriging is that the weight for each predicted point is unique and involves matrix calculations which could become time intensive for a large design space.

B. Artificial Neural Network Metamodeling

ANN models consist of simple computational elements with rich interconnections between the elements. They are modeled after biological neural networks which operate in a parallel and distributed fashion. The neural networks create models over a set of inputs by training the weights of the interconnections. Multilayer and radial neural networks are few of the commonly...
employed neural networks. The multilayer network which is used in this work uses a combination of non-linear activation functions in a hidden layer and a linear activation function in the output layer. The linear layer of the function output can be expressed as follows:

\[ v_i = \sum_{j=1}^{s} w_{ji}x_i + w_{i0}, \]  

(3)

where \( w_{ji} \) is the weight of the connection between the \( j \)th element in the hidden layer and the \( i \)th component in the input layer \( x_i \) and \( w_{i0} \) is a constant bias [23]. The input layer is represented using a sigmoid function such as the following:

\[ b_j (\nu_i) = \tanh (\lambda v_j) \]  

(4)

The neural network utilizes an algorithm (a training function) that updates the weights and biases of the interconnections to minimize the error between the predicted point and the actual response. For this work, the ANN metamodel was created using a MATLAB toolbox which implements the Levenberg-Marquardt optimization algorithm [24].

C. Kriging Bootstrapped ANN Metamodeling

Metamodeling techniques based on Kriging prediction have been explored in [10], [13]. In estimating performance points, Kriging prediction techniques take into account the correlation effects between design parameters. This characteristic is very appealing and can be used to model the correlation effects between design parameters due to process variation for design processes deep in the nanometer range. The drawback to Kriging based techniques is that the weights used for each point prediction are unique and have to be calculated for each performance point to be estimated using linear algebra calculations (mostly matrix inversion). This can lead to potential time consuming metamodel generation for high dimensional designs and very large design spaces. Artificial Neural Network (ANN) training, which has also been presented for NanoCMOS metamodeling in [23], has been shown to be robust and accurate for high dimensional models [17]. While ANN also produces highly accurate models, it does not effectively model process variation effects with correlations present.

Hence, the proposed metamodeling technique aims to combine Kriging and ANN to generate accurate models which account for the effects of correlated process variation in a fast and efficient manner. Fig. 1 highlights the already presented methods for ANN and Kriging metamodel generation. For each method sample data points are generated using a Latin Hypercube Sampling (LHS) design and then are either fed into an ANN trainer or a Kriging function generator. In the proposed metamodel generation method, the sample data points are fed into a Kriging generator that produces an intermediate set of sample data points (bootstrapped) which are then fed into the ANN trainer. This method feeds the ANN trainer Kriging generated sample data points which are process and correlation aware. We demonstrate that using the Kriging generated sample data points will result in a more robust metamodel which is process variation aware and also less time intensive.

The methodology for the generation of the proposed metamodel-based design flow is shown in Fig. 2. The first step involves creating a SPICE netlist of the design. The functional simulation of the circuit schematic is performed to ensure the SPICE model meets design specifications. The physical layout design is also constructed using Design Rule Check (DRC) and Layout vs. Schematic (LVS) verification to ensure a match to the circuit schematic. The physical layout design is used to generate a silicon-aware accurate model (netlist). The performance of the physical design is often degraded due to the parasitic effects. A fully extracted parasitic netlist, including resistance (\( R \)), capacitance (\( C \)) and self (\( L \)) and mutual inductance (\( K \)) is used to ensure silicon-level accuracy.

The generation of the metamodel is based on the extracted parasitic \( RCLK \) netlist. In order to generate data sample points, the extracted parasitic netlist is parameterized for the design and process variables and then simulated to eliminate the strenuous task of physically varying the design parameters on the physical layout design. The Latin Hypercube Sampling technique is used in the proposed method to vary the design and process parameters. LHS methods generate \( N \) random sample points from a given design space. They divide the design space into equal intervals and then randomly select design points from an interval in such a way that each interval appears once in a row-column matrix of the design space. Several techniques may be used to select the data points including uniformly, midpoints or randomly. We use Random LHS which has been reported to generate more accurate
models [1]. The LHS parameter points are used as inputs to the parameterized netlist to generate corresponding performance outputs (data point) for each sample point.

The next step in the metamodeling process is the Kriging bootstrapping of the data points. The generated sample points are fed into a Kriging metamodel generator. We implement the Kriging metamodel presented in our previous work [reference removed] for this process. We generate N Kriging bootstrapped data points by using N – 1 points and the Kriging method to estimate the Nth point. N iterations of this process will generate N Kriging bootstrapped data points which are then used for the ANN training.

The ANN training process is used to create metamodels for each performance objective (Figure-of-Merit or FoM) characterized for the design. In this research, 4 metamodels were created for the Phase Locked Loop (PLL) circuit described in Section V.

The final step of the metamodel design flow is the verification and test of accuracy of the generated metamodel. The statistical metric used to verify the accuracy is the Root of Mean Square Error (RMSE). The expression of the RMSE is given as follows:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Y_i - \hat{Y}_i)^2},
\]

where \(N\) is the number of sampled points, \(Y_i\) is the “true” circuit response (SPICE simulation results) and \(\hat{Y}_i\) is the metamodel predicted response. The RMSE measures the difference between the metamodel and the SPICE model where a smaller value indicates a more accurate model.

V. CASE STUDY CIRCUIT: A 180NM CMOS PLL

The phase locked loop (PLL) is a closed feedback loop circuit system whose output signal is locked to a reference input signal. The PLL is a critical component in many Analog/Mixed Signal (AMS) systems including processors, telecommunication devices, Field-Programmable Gate Arrays (FPGAs), controllers and many other systems. The system level diagram of a PLL shown in Fig. 3 shows the major components of the PLL which include the phase detector, the charge pump/loop filter, the voltage controlled oscillator (VCO) and the frequency divider.

\[
\sum_{i=1}^{N} (Y_i - \hat{Y}_i)^2
\]

The PLL was characterized for power consumption, frequency output, locking time and jitter. The baseline design values are shown in Table I. The FoMs selected are Power \(P_{PLL}\), Frequency \(f_{PLL}\), Locking time \(Lck_{PLL}\), and Jitter \(J_{PLL}\). The design objective is the minimization of power consumption using the locking time as optimization cost and 21 parameters as design variables.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Power (P_{PLL})</th>
<th>Frequency (f_{PLL})</th>
<th>Locking time (Lck_{PLL})</th>
<th>Jitter (J_{PLL})</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLL</td>
<td>2.48 mW</td>
<td>2.66 GHz</td>
<td>5.51 (\mu)s</td>
<td>16.80 ns</td>
</tr>
</tbody>
</table>

VI. PROCESS VARIATION AWARE STATISTICAL ANALYSIS

In this section we perform a process variation aware statistical analysis of the generated Kriging trained Neural Network metamodel. Monte Carlo simulation experiments are a common method for the analysis of process variation on analog circuits in order to estimate the yield and efficiency of the design. Monte Carlo analysis enables an efficient investigation of the design space by randomly generating a distribution test case of design variables. The set of test cases form a given probability distribution with a mean of the nominal value of the variable. This is particularly efficient
in high dimensional designs where a test case simulation time increases exponentially. For example, in our PLL case study circuit which has 21 design and process parameters, even a high and low test case will require $2^{21}$ simulations.

The selection of design and process parameters significantly affects the accuracy of the analysis. A sensitivity test is usually performed to select parameters which are most sensitive to performance measure. Reported research [7], [25], [26] shows that the length ($L_\text{nin}$, $L_\text{p}$), width ($W_\text{nin}$, $W_\text{p}$) and oxide thickness ($T_\text{ox}$) have a significant effect on the performance shift. $L_\text{nin}$, $L_\text{p}$, $W_\text{nin}$, $W_\text{p}$ for the various sub-circuit components of the PLL have been used as design parameters. The nominal values are selected from the baseline design in section V and a Gaussian distribution with 10% standard deviation is used to generate the sample set for the metamodel simulation. Fig. 5 summarizes the statistical analysis process. $N = 1000$ Monte Carlo simulations are performed for each FoM.

The performance results of the Monte Carlo analysis are compared with an analysis from the SPICE simulation of the PLL design in the next section.

VII. EXPERIMENTAL RESULTS

In this section, simulation experiments are performed on the case study 180 nm PLL design discussed in section V to illustrate the effectiveness of our proposed approach. The Kriging bootstrapped neural network metamodel is built using the MATLAB Neural Network toolbox and the mGstat toolbox [24], [27]. The model using the design flow discussed in Section IV-C. The extracted parasitic netlist is parameterized and used for the sample data point generation. mGstat is used to implement the Kriging bootstrapping of the sample data points and then the metamodel is generated using the Neural Network toolbox. Four metamodels are generated, one for each Figure of Merit (FoM) ($\text{Power} (P_{PLL})$, $\text{Frequency} (F_{PLL})$, $\text{Locking Time} (L_{PLL})$, and $\text{Jitter} (J_{PLL})$) characterized for the PLL. A Monte Carlo method is used to evaluate the statistical distribution of the four FoMs. A Gaussian distribution of 1000 samples is used for the simulation analysis. The results are presented in Fig. 7. Also presented in Figures 9 and 8 are statistical distributions using the artificial neural network (ANN) and the Kriging based metamodels for comparison to the proposed metamodel.

A. Results Analysis

Table II shows the accuracy of the proposed Kriging Bootstrapped Trained Neural Metamodels. The Root Mean Square Errors (RMSE) for each of the FoMs is shown. A lower value of RMSE indicates a higher accuracy. The low RMSE values thus demonstrate that the created metamodels are sufficiently accurate and can be used for design exploration.

<table>
<thead>
<tr>
<th>FoMs</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Power} (P_{PLL})$</td>
<td>$2.51 \times 10^{-9}$</td>
</tr>
<tr>
<td>$\text{Frequency} (F_{PLL})$</td>
<td>$5.68 \times 10^{-9}$</td>
</tr>
<tr>
<td>$\text{Locking Time} (L_{PLL})$</td>
<td>$5.01 \times 10^{-9}$</td>
</tr>
<tr>
<td>$\text{Jitter} (J_{PLL})$</td>
<td>$1.69 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

The Monte Carlo results for the various metamodels are shown in Table III. A Monte Carlo analysis on the SPICE model is used as baseline to compare the results. The results are also compared with the bare Kriging and Artificial Neural Network (ANN) metamodels.

![Fig. 5. Statistical Variation Analysis](image)

![Fig. 6. Comparative Results with Kriging and Neural Network.](image)

Table III shows the mean ($\mu$) and standard deviation ($\sigma$) for the FoMs in each of the metamodels. From the results the Kriging metamodels are shown to be most accurate on both the mean ($\mu$) and ($\sigma$) values for all FoMs. The Kriging bootstrapped neural network metamodel on the other hand is shown to be more accurate on the ($\sigma$) values than the plain neural network metamodel but less accurate on the ($\mu$) values. This difference is expected because while bootstrapping infuses the autocorrelation property of Kriging based techniques, some error is also introduced as well. Fig. 6 shows the errors for the ($\mu$) and ($\sigma$) as a bar chart. The histograms of the Monte Carlo analysis for the Kriging bootstrapped, Kriging and neural network metamodels are shown in Figures 7-9.

The value of the Kriging bootstrapped metamodeling technique is due to the reduced time cost for design exploration. While Kriging models may be more accurate, the time cost for design exploration for a large design space still becomes too expensive due to the repetitive solution of large-dimension systems of equations for each sample point. One obvious goal for metamodel use is the improved time cost. Table IV shows the time cost for the Monte Carlo Analysis on each metamodel.

The Table shows a speedup of approximately 25 times in time cost for the Monte Carlo Simulation of 1000 runs for the Kriging bootstrapped model over traditional Kriging.
### TABLE III

**Statistical Analysis for Accuracy of Neural Network Metamodel for PLL FoMs**

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Kriging-ANN</th>
<th>Kriging</th>
<th>ANN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value</td>
<td>Value</td>
<td>Value</td>
</tr>
<tr>
<td>$P_{PLL}$</td>
<td>Mean 2.48 mW</td>
<td>2.40 mW</td>
<td>3.22</td>
</tr>
<tr>
<td></td>
<td>STD 0.42 mW</td>
<td>0.34 mW</td>
<td>19.05</td>
</tr>
<tr>
<td>$F_{PLL}$</td>
<td>Mean 2.66 GHz</td>
<td>2.51 GHz</td>
<td>5.64</td>
</tr>
<tr>
<td></td>
<td>STD 10.95 MHz</td>
<td>41.95 MHz</td>
<td>282.92</td>
</tr>
<tr>
<td>$Lck_{PLL}$</td>
<td>Mean 5.51 µs</td>
<td>5.11 µs</td>
<td>7.26</td>
</tr>
<tr>
<td></td>
<td>STD 0.72 µs</td>
<td>0.44 µs</td>
<td>38.88</td>
</tr>
<tr>
<td>$J_{PLL}$</td>
<td>Mean 16.80 ns</td>
<td>14.69 ns</td>
<td>10.25</td>
</tr>
<tr>
<td></td>
<td>STD 1.32 ps</td>
<td>4.50 ps</td>
<td>240.91</td>
</tr>
</tbody>
</table>

The significant improvement in time cost is large enough to mitigate the minimal error incurred in the metamodel. The overall use of metamodels significantly reduces the simulation time over SPICE models. It may be noted that the Monte Carlo simulation time on the SPICE models is approximately 5 days, which highlights the huge time gain with the use of metamodels.

### Table IV

**Monte Carlo Time Analysis Comparison for Metamodels**

<table>
<thead>
<tr>
<th>Model</th>
<th>Kriging-ANN</th>
<th>Kriging</th>
<th>ANN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>19 s</td>
<td>468 s</td>
<td>19 s</td>
</tr>
<tr>
<td>Speedup</td>
<td>24.63×</td>
<td>1</td>
<td>24.63×</td>
</tr>
</tbody>
</table>

### B. Comparative Research

Table V shows a brief comparison of metamodeling based design techniques. The comparisons are only a perspective and illustrate the applicability and viability of our proposed method for statistical variability analysis. Kriging modeling is presented in [9]. In [7] a polynomial based metamodeling design including a statistical analysis on process variation is presented. A polynomial regression based technique is presented in [28]. The accuracy based on the RMSE value of the models (except for [9] which uses MSE) is shown in column 4 of Table V. The presented metamodels have been generated for different circuits, and even when the circuits are similar there are different silicon technology and performance measures making direct comparisons impossible. Hence, the comparisons are only for a broad perspective point.
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Fig. 7. Statistical Analysis of FoMs using Kriging Bootstrapped Trained Neural Network based metamodeling.

The significant improvement in time cost is large enough to mitigate the minimal error incurred in the metamodel. The overall use of metamodels significantly reduces the simulation time over SPICE models. It may be noted that the Monte Carlo simulation time on the SPICE models is approximately 5 days, which highlights the huge time gain with the use of metamodels.
TABLE V

<table>
<thead>
<tr>
<th>Research</th>
<th>Metamodel</th>
<th>Test Circuit</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Garitselov [28]</td>
<td>Polynomial</td>
<td>PLL</td>
<td>0.157</td>
</tr>
<tr>
<td>Yu [9]</td>
<td>Kriging</td>
<td>RO</td>
<td>0.5325 (MSE)</td>
</tr>
<tr>
<td>Kuo [7]</td>
<td>Polynomial</td>
<td>PLL</td>
<td>2.0 × 10⁻⁴</td>
</tr>
<tr>
<td>This Paper</td>
<td>Kriging-ANN</td>
<td>PLL</td>
<td>2.51 × 10⁻⁹</td>
</tr>
</tbody>
</table>

VIII. Conclusion

This paper presented a metamodeling design analysis, design exploration and optimization technique that combines traditional Kriging and Artificial Neural Network to create process aware metamodels. Kriging based techniques are used to bootstrap sample data points which accommodates the correlation characteristics of Kriging techniques into the sample data. Simulation results indeed show an improved process awareness on the metamodels generated for the test case of an 180 nm Phase Locked Loop circuit. The Monte Carlo Simulation time also improved by approximately 25 times. The preliminary results are promising. Future research is planned to explore further techniques to improve the nominal accuracy of the designs.
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