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Abstract—This paper proposes two differential detection techniques for signal detection in mobile molecular communication (MMC) for targeted drug delivery (TDD) application. In MMC, a nano-transmitter and a nano-receiver are considered to be in Brownian motion in an extracellular fluid medium. Transmitter uses calcium molecules to communicate with the receiver. Detection is performed using concentration difference based detector (CDD) at the receiver which calculates the maximum absolute concentration difference of the received signal within the same bit interval to detect the bit. This improves the bit error rate (BER) performance in MMC. The performance is further enhanced using manchester coded transmission with differential detection (MCD). In MCD, Bit-1 is coded by the symbol [1 0] and Bit-0 is coded by the symbol [0 1] and the difference between peaks of signals received in consecutive bit duration is taken to detect the bit. Simulation results prove that the MCD technique is 3 dB less sensitive to inter symbol interference (ISI) than the CDD technique. The detection threshold is selected using maximum a posteriori probability (MAP) rule. The performance of these detectors is compared with other existing detection techniques. Results reveal that BER performance of the CDD and MCD better by at least 3 dB and 6 dB, respectively. The proposed CDD and MCD techniques perform better in different bit-sequence length, various initial distance and different bit duration than other existing techniques.

Index Terms—Mobile molecular communication, channel impulse response, detector design, inter symbol interference, targeted drug delivery.

I. INTRODUCTION

In molecular communication (MC), natural and artificial nanomachines communicate among themselves by transmitting and receiving molecules [1]. Molecular communication is a new and interdisciplinary field. MC together with nano-technology independently has emerged as key players for the realization of futuristic smart healthcare system [2]. These group of nanomachines form a nanonetwork. Communication in nanonetworks has opened several opportunities in advanced healthcare [3], [4], [5], [6], nano-robotics [7], environmental monitoring and wireless body area network [8].

In an MC system, nanomachines are the basic elements whose size can vary from nanometers to few micrometers [9]. These nanomachines can carry the drugs, which provide therapeutic actions in the human body during sickness. Drug carrying nanomachines used in TDD are shown in Fig. 1. These drugs must act on cells since the sickness is due to the disorder in cells. To increase the effectiveness of a therapeutic drug, it has to reach the target cell in the human body. In conventional drug delivery [10], such as oral ingestion and intravascular injection, the drug particles are distributed over the entire cardiovascular system from where they reach the diseased cells and perform therapeutic actions. In this case, only a small fraction of the inserted drug particles are delivered to the target cell. To deliver the drugs to the target site inside the body, the drug carrying nanomachines must reach near the diseased cells and perform drug delivery.

![Fig. 1: Schematic representation of nanomachines targeting the disease cell in TDD applications.](image-url)
concentration of molecules at the receiver first increases till a maximum value and then decreases slowly, forming a long tail [14].

The expected CIR in the case of static nano-transmitter and nano-receiver is only a function of time and is always the same. However, if either the nano-transmitter or the nano-receiver or both change their position continuously, then the CIR changes due to time-varying distance between them. This implies that, if the distance between the nano-transmitter and the nano-receiver decreases, the peak value of the CIR increases and the peak time decreases. Hence, if detection techniques for static MC are used, it poses challenges to accurate signal detection at the receiver. ISI is another challenge that makes detection difficult. The ISI occurs due to the long tail that occurs due to the molecules released during previous symbols. These previously released molecules may combine with receptor molecules at the receiver during the current bit duration. This causes incorrect signal detection. In MMC, the number of remaining molecules from a previously transmitted symbol varies because of the mobility of nanomachines. Hence existing techniques [14] used for detection and ISI mitigation in the case of static nano-transmitter and nano-receiver will not exhibit good performance for MMC. We propose two detection techniques based on the calculation of concentration difference for MMC which perform better than other existing detection techniques for MMC.

The rest of the paper is organized as follows: Section II describes the novel contributions of the paper. The related prior works have been surveyed in Section III. Section IV describes the proposed dynamic channel modeling based on Einstein’s law of diffusion. Two different detection techniques proposed in the paper have been described in Section V. Section VI discusses the simulation results of the proposed techniques and compare their performance with other existing techniques. Finally, Section VII concludes the work with future scopes.

II. NOVEL CONTRIBUTIONS OF THE PAPER

In this paper, we propose differential detection techniques for mobile molecular communication (dMole), which has two transceiver techniques; concentration-difference based detector (CDD) and Manchester coded transmission with differential detection (MCD) techniques. Transmitter uses concentration shift keying (CSK), where some amount of molecules are sent to transmit a Bit-1 and no molecules are transmitted to send Bit-0. At the receiver, the signal is detected sample-wise and at each sample, the number of molecules is measured and the difference in concentration is calculated between two different samples. Fig. 2 shows the schematic diagram of the proposed MMC system. As shown in Fig. 2, transmitter sends signaling molecules to communicate with the receiver. These molecules arrive at the receiver which detects the information present in the molecules. The transmitter and receiver are mobile in the diffusive medium.

For detection, the concentration difference between the samples at time \( t_1 \) and \( t_2 \) in each bit interval is taken such that the absolute difference between the concentration at these samples is maximized. Then, the difference is compared with a threshold to make a decision in favor of Bit-1 or Bit-0. This gives a positive value of concentration difference when a Bit-1 is received and a negative value of concentration difference when a Bit-0 is received. The MCD technique, Bit-0 is represented by symbol \([0\ 1]\) and Bit-1 is represented by the symbol \([1\ 0]\). The differential detector calculates the difference between peaks of received signal in consecutive bit duration. The difference is negative when Bit-0 is received and the difference is positive when Bit-1 is received. These techniques perform well in the diffusive medium where transmitter and receiver are mobile.

In summary, the key contributions of the current paper are the following:

- dMole, the differential detection techniques for robust performance in MMC environment for TDD application are proposed.
- A novel CDD technique has been proposed. The technique is relatively less sensitive to ISI, and perform better at a particular signal-to-noise ratio (SNR).
- The MCD, another novel transceiver technique has been proposed to improve ISI mitigation and better performance compared to CDD.
- The proposed detectors do not require an adaptive threshold for detection. They outperform the other existing detector for MMC.

III. RELATED PRIOR WORKS

Table I summaries the related prior works. The TDD is most promising of the techniques to deliver the drugs to the target site inside the body [10], [15], which ensures a smart localization of the desired amount of drugs at a reduced level of toxicity. TDD can be accomplished in two ways: First, the nanoparticles carrying drug molecules are inserted through the cardiovascular system, after which they reach the target site (MC only approach). Second, the nanomachines carrying drug molecules are implanted close to the target cells, bypassing the injection through the cardiovascular system (MC network approach). With this approach, the nanomachines can control the drug release rate by communicating through signaling molecules. This minimizes drug delivery to healthy parts of the body [16].
The model for particulate drug delivery system [17] considered the network of blood vessels as transmission line. This study was carried out for drug molecules as information carriers and no communication within the nanoparticles exist. For applications like TDD and in-body health monitoring, advanced techniques are required where communication between mobile nanomachines is also present [18], [19]. Mobile Nanomachines communicate among themselves to control the release of drug molecules [20], [21] inside the cells. A number of different works have been proposed for analysis of nanocommunications [22], [23], coding schemes for error detection of multilevel cell memories [24], designing a mobile ad hoc molecular nanonetwork with molecular communication [25], fundamental understanding of nanonetworking [26], and Tcp like molecular communication [27].

Further, in MC, the detection techniques are an important research topic. In recent years, several works related to detection for static transmitter and receiver in MC were considered [28]. Other techniques like asynchronous peak detection for static transmitter and receiver in MC were considered [27]. Molecular communication [26], [25], of multilevel cell memories [24], designing a mobile ad hoc network with molecular communication [25], fundamental understanding of nanonetworking [26], and Tcp like molecular communication [27].

This section presents the channel model [33], [46] in the MMC system. Table II describes the notations used in this paper. Fig. 2 shows a schematic representation of the nanotransmitter and the nano-receiver. As shown in Fig. 2, a nanotransmitter of radius \( \alpha_{tx} \) and a nano-receiver of radius \( \alpha_{rx} \) with time-varying distance between them \( r(t) \) are communicating with each other. \( W, X, Y, Z \) are different molecules. The spherical nano-transmitter of radius \( \alpha_{tx} \) with diffusion coefficient \( D_{TX} \) and a spherical reactive nano-receiver of radius \( \alpha_{rx} \) with diffusion coefficient \( D_{RX} \) separated by distance \( r_0 \) in an unbounded diffusion medium at 25°C. The receiver is an artificial nanomachine that can release drug molecules based on the signaling molecules received from the transmitter nanomachine. The receiver surface contains \( R \) receptor molecules of type \( X \) and the shape of every receptor is assumed circular with radius \( r_s \). The dynamic distance between nano-transmitter and nano-receiver is denoted by \( r(t) \) where \( r(t_0=0)=r_0 \). Further, it has been assumed that if the nano-transmitter and the nano-receiver colloid with each other, they will be reflected back and their chemical properties will remain unaltered [33], [46]. Moreover, the nano-transmitter and the nano-receiver are not destroyed while communicating with each other.

Nano-transmitter uses type \( W \) molecules having diffusion coefficient \( D_W \) for signaling the nano-receiver. Each molecule of type \( W \) diffuses independently of other type \( W \) molecules. \( W \) molecule can be corrupted by the communication channel according to a first-order degradation reaction [33] as follows:

\[
W \xrightarrow{C_d} Z,
\]

where \( Z \) is the molecule unknown to the receiver and \( C_d \) is the degradation rate constant of the above reaction in \( s^{-1} \). Further, when a \( W \) molecule reaches near the receiver, it reacts with a receptor molecule of type \( X \) following a second order reversible reaction [33]:

\[
W + X \xrightarrow{C_f/C_b} Y,
\]

where \( Y \) is an activated receptor molecule. \( C_f \) is the forward reaction rate constant for the receiver partially covered with receptors in molecule \( ^{-1} m^{3} s^{-1} \) for the reaction described by (2). Also, an activated receptor molecule \( Y \) releases the information molecule \( W \) back into into the medium after a time governed by \( C_b \) [46]. \( C_b \) is the backward reaction rate constant in \( s^{-1} \) for the reaction described by (2). Further, it has been assumed that the molecules \( W \) are reflected after they unbind from receptor molecules \( X \). Now, the Einstein’s theory of diffusion [46] states that:

\[
-J(r, t; r_0) = D_W \nabla P_W(r, t; r_0),
\]

where \( -J(r, t; r_0) \) is the incoming probability flux at the receiver’s surface. \( \nabla \) is the gradient operator in spherical coordinates. \( P_W(r, t; r_0) \) is the probability that a molecule \( W \) released from \( r_0 \) at time \( t_0 = 0 \) is at a position \( r \) at time \( t \), and that this molecule can follow any of the two reactions given in Eqn. (1) and Eqn. (2). The CIR, \( P_{WY}(t|r_0) \) is defined as the
<table>
<thead>
<tr>
<th>Work</th>
<th>Year</th>
<th>Key contributions</th>
<th>Channel</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cavalcanti, et al. [40]</td>
<td>2006</td>
<td>Guiding nanorobots to identify malignant tissues using chemical gradient</td>
<td>Blood vessel</td>
<td>Targeting the cancer tumour</td>
</tr>
<tr>
<td>Akylidiz, et al. [26]</td>
<td>2008</td>
<td>Communication at different ranges</td>
<td>-</td>
<td>Biomedical applications, Immune system support</td>
</tr>
<tr>
<td>Shah, et al. [28]</td>
<td>2012</td>
<td>MosK modulation, Optimum receiver using MAP criterion, BER $\approx 10^{-6}$</td>
<td>Static, Blood at 310K</td>
<td>Drug delivery, disease detection</td>
</tr>
<tr>
<td>Chahibi, et al. [41]</td>
<td>2013</td>
<td>Proposes drug propagation network model to find the drug delivery rate at the targeted site</td>
<td>Mobile, Model cardiovascular system as transmission line network</td>
<td>Drug delivery</td>
</tr>
<tr>
<td>Gelenbe, et al. [22]</td>
<td>2015</td>
<td>Magnetic spin based communication (minimum error probability achieved 0.1)</td>
<td>-</td>
<td>Drug delivery</td>
</tr>
<tr>
<td>Femminella, et al. [16]</td>
<td>2015</td>
<td>Reception model as pure loss queuing systems (M/M/1 queue model for each receptor), Blocking probability (0.05 at 100nmol/s)</td>
<td>Static, Extracellular matrix</td>
<td>Drug delivery</td>
</tr>
<tr>
<td>Tepekule, et al. [14]</td>
<td>2015</td>
<td>MTSK modulation, Decision feedback filter (DFF) at receiver to find optimal threshold, BER $\approx 10^{-4} - 10^{-6}$</td>
<td>Static, liquid with diffusion coefficient $74\mu m^2/s$</td>
<td>Drug delivery</td>
</tr>
<tr>
<td>Farsad, et al. [18]</td>
<td>2016</td>
<td>Presents different type of molecular communication. Various modulation, coding techniques, simulation tools summarized.</td>
<td>-</td>
<td>Artificial immune system, robotic communication in harsh environments like sewer system</td>
</tr>
<tr>
<td>Okonkwo, et al. [10]</td>
<td>2017</td>
<td>Discusses challenges of channel modeling inside human body, design of nanosystems</td>
<td>-</td>
<td>Drug delivery, health monitoring</td>
</tr>
<tr>
<td>Ahmadzadeh, et al. [33]</td>
<td>2017</td>
<td>Channel modeling for mobile molecular communication, SSD technique, BER $\approx 2 \times 10^{-4}$, Data rate 333bps</td>
<td>Mobile, Water at 25°C</td>
<td>Drug delivery</td>
</tr>
<tr>
<td>Yan, et al. [31]</td>
<td>2017</td>
<td>Derivative based detection for molecular communication, SBD technique, BER $\approx 10^{-5}$, Data rate 370bps</td>
<td>Static</td>
<td>Drug delivery</td>
</tr>
<tr>
<td>Farsad, et al. [42]</td>
<td>2018</td>
<td>Deep learning based detection, BER $\approx 10^{-7}$, Data rate 2bps.</td>
<td>Static, for molecular channel, dynamic for optical channel</td>
<td>Health monitoring</td>
</tr>
<tr>
<td>Alshammri, et al. [43]</td>
<td>2018</td>
<td>Adaptive fuzzy threshold based detection, BER $\approx 10^{-5}$</td>
<td>Static</td>
<td>Drug delivery, lab on a chip</td>
</tr>
<tr>
<td>Chang, et al. [44]</td>
<td>2018</td>
<td>Adaptive threshold based detection, BER $\approx 10^{-4}$, Data rate $\approx 10$bps</td>
<td>Dynamic</td>
<td>Drug delivery</td>
</tr>
<tr>
<td>Guney, et al. [25]</td>
<td>2019</td>
<td>Evaluate the performance of nanonetwork based on average message delivery delay and incurred traffic rate</td>
<td>Mobile, Neurospike channel</td>
<td>Drug delivery</td>
</tr>
<tr>
<td><strong>Current paper</strong></td>
<td>2020</td>
<td>Proposes CDD and MCD technique for signal detection, BER $\approx 10^{-4}$, Data rate 10bps</td>
<td>Mobile, Extracellular fluid</td>
<td>Drug delivery</td>
</tr>
</tbody>
</table>
conditional probability that a $W$ molecule transmitted from $r_0$ at $t_0=0$ activates a receptor molecule $X$ at a time $t$ [33]:

$$P_{WY}(t|r_0) = \frac{C_f e^{-C_d t}}{4\pi r_0^2 a_{rx} \sqrt{D_W}} \left[ \frac{aU(f(t),\sqrt{d})}{(c-a)(a-b)} + \frac{bU(f(t),\sqrt{d})}{(b-c)(a-b)} + \frac{cU(f(t),\sqrt{d})}{(c-a)(b-c)} \right],$$

where $U(\alpha, \beta) = \exp(2\alpha \beta + \beta^2)erfc(\alpha + \beta)$. $erfc()$ is the complementary error function, $f(t) = (r_0 - a_{rx})/\sqrt{4D_W t}$. CIR can be found by integrating (3) over the surface area of the receiver and time $t$. The CIR defined in (4) takes into account, the diffusion of the transmitted molecules $W$ through the medium, as well as, degradation of the $W$ molecules in the medium and reaction of $W$ molecules with receptor molecules $X$. Hence, it is a function of $D_W$, $C_d$, $C_f$ and $C_b$.

The values of $C_f$, $C_b$ and $C_d$ decide the number of $W$ molecules bound by the receiver [46]. Increasing $C_f$ and decreasing $C_b$ will enhance the number of received molecules. Decreasing $C_f$ and increasing $C_b$ will reduce the number of received molecules. Also increasing $C_d$ will decrease the number of received molecules because more molecules of type $W$ will be degraded in the medium. Hence, the probability that a $W$ molecule reaches the receiver and binds to the receptor on the receivers surface depends on $C_f$, $C_b$ and $C_d$. The parameters $a$, $b$ and $c$ are the solutions of the following expressions [33]:

$$a + b + c = \left[1 + \frac{C_f}{4\pi D_W a_{rx}} \right] \sqrt{D_W a_{rx}},$$

$$ab + bc + ca = C_b - C_d,$$

$$abc = C_b \frac{\sqrt{D_W}}{a_{rx}} - C_d \left[1 + \frac{C_f}{4\pi D_W a_{rx}} \right] \sqrt{D_W a_{rx}},$$

where,

$$C_f^* = \frac{4\pi D_W C_f \psi}{C_f a_{rx}(1 - \psi) + 4\pi D_W},$$

$$\psi = \frac{Rr^2(C_f a_{rx} + 4\pi D_W)}{a_{rx}^2(1 - \zeta)(D_C a_{rx} + 16\pi D_W) + Rr^2(C_f a_{rx} + 4\pi D_W)};$$

and

$$\zeta = R \left( \frac{\pi D_C^2}{4a_{rx}^2} \right).$$

A receiver whose surface is partially covered with receptors with forwarding reaction rate constant $C_f$ is approximately similar to the receiver whose surface is fully covered with receptors and altered forward reaction rate constant $C_f^*$. [46].

This channel model will be extended for the proposed MMC system, where the dynamic nature of the channel is considered. This dynamic channel model explains the behavior of a mobile channel, where the nano-transmitter and the nano-receiver are changing their position according to Brownian motion. Co-ordinates of transmitter nanomachine are assumed to be $(x_{tx}(t), y_{tx}(t), z_{tx}(t))$ and co-ordinates of receiver nanomachine are assumed to be $(x_{rx}(t), y_{rx}(t), z_{rx}(t))$. Since the motion of nanomachines is assumed to be Brownian, their co-ordinates change according to the following expressions:

$$x_{tx}(t + t_s) = x_{tx}(t) + \eta(0,2D_{TX}t_s),$$

$$y_{tx}(t + t_s) = y_{tx}(t) + \eta(0,2D_{TX}t_s),$$

$$z_{tx}(t + t_s) = z_{tx}(t) + \eta(0,2D_{TX}t_s),$$

$$x_{rx}(t + t_s) = x_{rx}(t) + \eta(0,2D_{RX}t_s),$$

$$y_{rx}(t + t_s) = y_{rx}(t) + \eta(0,2D_{RX}t_s),$$

$$z_{rx}(t + t_s) = z_{rx}(t) + \eta(0,2D_{RX}t_s).$$

In the above expressions, $\eta(0,\sigma^2)$ is a normally distributed random variable with mean zero and variance $\sigma^2$. The instantaneous distance between nanomachines can be calculated as:

$$r(t) = \sqrt{[x_{rx}(t) - x_{tx}(t)]^2 + [y_{rx}(t) - y_{tx}(t)]^2 + [z_{rx}(t) - z_{tx}(t)]^2}. \quad (17)$$

In the present system model under consideration, a molecule $W$ diffuses with the diffusion coefficient $D_W$ and a receptor molecule $X$ mounted on the receiver diffuses with the diffusion coefficient $D_{RX}$. Therefore, the relative diffusion coefficient $D_1$ of a molecule $W$ with respect to a molecule $X$ is given by the following expression [33]:

$$D_1 = D_W + D_{RX}. \quad (18)$$

Now, if the transmitter and the receiver are mobile, the CIR is given by Eqn. (4) if we substitute $D_1$ in Eqn. (18) in place...
of $D_W$ in Eqn. (4) and $r_0$ is replaced by $r(t)$. The expected received signal is given by the following:

$$\bar{N}_Y_{\text{total}}(i, k) = \sum_{j=0}^{L} N_{i-j} P_W Y(h(k) + jT|r_{i-j}) + m_n,$$  \hspace{1cm} (19)  

where $N_{Y_{\text{total}}}(i, k)$ is the total signal received at $k$th sample during $i$th bit duration, $N_{i-j} = N_W$ if $b_{i-j} = 1$ and $N_{i-j} = 0$ if $b_{i-j} = 0$ or $i - j < 0$. $h(k) = kt_a$ are the sampling times. The constant $I$ is the number of previous symbols that cause ISI in the current symbol interval. Further, $r_0, r_1, r_2, ..., r_{L-1}$ are the distances between nanomachines at the beginning of symbol intervals 0, 1, 2, ..., $(L - 1)$, respectively. The external noise is modeled as a Poisson random variable with mean value $m_n$ [47].

The proposed dynamic channel model will apply in the TDD application. Fig. 3 represents the scenario in which the present model can be useful. As shown in the figure, the transmitter nanomachine (controller nanomachine) first sense the number of drug molecules required to be delivered inside the ECF (Extracellular fluid), surrounding a cell (ECF is the fluid which surrounds the cell), then it can send appropriate commands to the receiver nanomachine so that receiver nanomachine (carrying drug molecules) can deliver the drug in proper dose [16]. As an example, when a transmitter nanomachine sends some commands to receiver nanomachine by using signaling molecules, the commands can be sent in the form of bits:

- [0 0] - Start releasing drug molecules.
- [0 1] - Increase the quantity of drug molecules.
- [1 0] - Decrease the quantity of drug molecules.
- [1 1] - Stop delivering drug molecules.

![Fig. 3: Transmitter nanomachine (controller nanomachine) first sense the amount of drug required to be delivered inside the ECF, then it can send appropriate commands to the receiver nanomachine so that receiver nanomachine (carrying drug molecules) can deliver the drug in proper dose.](image)

The receiver is an artificial nanomachine that can release drug molecules based on the signaling molecules received from the transmitter nanomachine. Such control will be required to deliver an appropriate dose of drug molecules. Noise and ISI often occur during this communication. Problems due to noise and ISI can be understood with the following example. The receiver nanomachine will receive commands in the form a bit sequence. If due to ISI, command [0 1] is interpreted as [1 1], then instead of increasing the number of therapeutic molecules, the delivery of therapeutic molecules will be stopped and the task of TDD will not be accomplished properly.

V. dMole: The Proposed Transmission and Detection Techniques

In this section, we will discuss the transmission and detection techniques proposed in this paper which are suitable for MMC. Transmitter uses CSK as the modulation technique. An impulse of $N_W$ molecules is sent by the transmitter to transmit Bit-1 and no molecules are sent for Bit-0. Noise is modeled as Poisson distributed with mean value of $m_n$ [47]. The receiver detects the signaling molecules using the CDD technique.

Fig. 4: The received signal in case of CDD for 10 bit durations without noise when the transmitted sequence is [1 1 0 0 1 0 0 1 1 1].

![Fig. 4: The received signal in case of CDD for 10 bit durations without noise when the transmitted sequence is [1 1 0 0 1 0 0 1 1 1].](image)

Fig. 5: The received signal in case of MCD for 10 bit durations without noise when the transmitted sequence is [1 1 0 0 0 1].

In order to enhance robustness to ISI, the MCD technique is used. Assuming that the number of bits $L$ sent by the transmitter as $b = [b_0, b_1, b_2, ..., b_{L-1}]$, where $b_j$ is the transmitted...
bit in the \( j \)th interval. The bit interval is denoted by \( T \). In this paper, two different strategies for detection are presented as discussed in the subsequent subsections.

### A. Transmission with CSK and Detection with CDD

In this case, \( N_W \) molecules (say, 10000) of type \( W \) are transmitted to send \( \text{Bit-1} \) and no molecules are transmitted to send \( \text{Bit-0} \). The received signal corresponding to this transmission strategy is shown in Fig. 4. CDD is used to detect whether the transmitted bit was a \( \text{Bit-0} \) or a \( \text{Bit-1} \). For detection, the difference between the concentration at two different time instants \( t_2 \) and \( t_1 \) within each symbol interval is calculated such that the absolute difference \( |N_{Y_{\text{total}}}(i,t_2) - N_{Y_{\text{total}}}(i,t_1)| \) is maximized:

\[
\text{argmax}_{t_2} |N_{Y_{\text{total}}}(i,t_2) - N_{Y_{\text{total}}}(i,t_1)|. \tag{20}
\]

In the above expression, \( t_1 \) is constant and \( t_2 \) is a variable. \( t_1 \) is the starting time of a bit interval and \( t_2 \) is selected such that absolute concentration difference between time \( t_2 \) and \( t_1 \) is maximized. So, in case of bit-1, \( t_2 \) is the time where peak concentration occurs (which changes with distance in MMC) and in case of bit-0, \( t_2 \) is at time at which minimum concentration value occurs \( (t_2 \) may also differ slightly in each bit interval due to noise but it will be near to the end of bit interval). Then the decision metric for detection in (21) is the concentration difference between these two times (not absolute concentration difference). Detection is performed using following rule:

\[
\hat{b}_i = \begin{cases} 
1 & \text{if } [N_{Y_{\text{total}}}(i,t_2) - N_{Y_{\text{total}}}(i,t_1)] > 0, \\
0 & \text{otherwise.} \tag{21}
\end{cases}
\]

\( \hat{b}_i \) denotes the estimated bit in \( i \)th bit interval. Detection threshold can be set to zero because this concentration difference is positive if \( \text{Bit-1} \) is received and negative if \( \text{Bit-0} \) is received. Threshold can also be determined as the point of intersection of conditional probability plots \( P(d_{\text{CDD}}|b_j = 1) \) and \( P(d_{\text{CDD}}|b_j = 0) \) in Fig. 6(a). \( d_{\text{CDD}} \) is the difference given by (21) and \( P(d_{\text{CDD}}|b_j) \) is the conditional probability of obtaining a concentration difference \( d_{\text{CDD}} \) given that bit \( b_j \) is transmitted. Concentration difference in the case of \( \text{Bit-0} \) is negative due to ISI. Thus ISI is desirable in this detection technique. Also, synchronization [48] between nanomachines is required for detection.

### B. Manchester Coded Transmission with Differential Detection (MCD)

In the present technique, \( \text{Bit-1} \) is coded as symbol \( [1 \ 0] \) and \( \text{Bit-0} \) is coded as symbol \( [0 \ 1] \). Then CSK is used as the transmission technique. The received signal corresponding to this transmission strategy is shown in Fig. 5. The differential detector calculates the difference between peaks of consecutive bits in a symbol as shown in the Fig. 5. This difference is positive when symbol \( [1 \ 0] \) is received (Peak 1 - Peak 2 in Fig. 5) and the difference is negative when symbol \( [0 \ 1] \) is received (Peak 5 - Peak 6 in Fig. 5). The differential detector calculates the difference between peaks of consecutive bits in a symbol shown in braces \( (0, 1), (2, 3), (4, 5) \ldots (2L - 2, 2L - 1) \). If we denote maximum value of \( N_{Y_{\text{total}}}(i,k) \) by \( \max(i,k) \) then detection rule of this detector is given by:

\[
\hat{b}_i = \begin{cases} 
1 & \text{if } [\max(2i,k) - \max(2i+1,k)] > 0, \\
0 & \text{otherwise}. \tag{22}
\end{cases}
\]

Detection threshold can be determined as the point of intersection of conditional probability plots \( P(d_{\text{MCD}}|b_j = 1) \) and \( P(d_{\text{MCD}}|b_j = 0) \) in Fig. 6(b). \( d_{\text{MCD}} \) is the difference given by (22). The performance of these techniques is compared with two other existing detection techniques slope based detector (SBD) and the single sample detector (SSD) as described in Eqn. (23) and Eqn. (24), respectively.

Detection rule of the SBD [31] is given by:

\[
\hat{b}_i = \begin{cases} 
1 & \text{if } \frac{N_{Y_{\text{total}}}(i,k+1) - N_{Y_{\text{total}}}(i,k)}{t_s} > \lambda_1, \\
0 & \text{otherwise.} \tag{23}
\end{cases}
\]

\( \lambda_1 \) is the detection threshold used by SBD. The detection rule of the SSD [33] is given by the following expression:

\[
\hat{b}_i = \begin{cases} 
1 & \text{if } N_{Y_{\text{total}}}(i,4) > \lambda_2, \\
0 & \text{otherwise.} \tag{24}
\end{cases}
\]

\( \lambda_2 \) is the detection threshold used by SSD.

**TABLE III: Simulation Parameters.**

<table>
<thead>
<tr>
<th>Param.</th>
<th>Value</th>
<th>Param.</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_W )</td>
<td>10000</td>
<td>( L )</td>
<td>100</td>
</tr>
<tr>
<td>( D_W )</td>
<td>( 1.01 \times 10^{-7} \text{m}^2/\text{s} )</td>
<td>( t_s )</td>
<td>0.01s</td>
</tr>
<tr>
<td>( D_{\text{RX}} )</td>
<td>( 2.31 \times 10^{-7} \text{m}^2/\text{s} )</td>
<td>( T )</td>
<td>0.1s</td>
</tr>
<tr>
<td>( r_0 )</td>
<td>( 5\mu\text{m} - 20\mu\text{m} )</td>
<td>( r_s )</td>
<td>0.14\text{mm}</td>
</tr>
<tr>
<td>( a_{\text{rx}} )</td>
<td>0.05\text{mm}</td>
<td>( R )</td>
<td>2000</td>
</tr>
<tr>
<td>( C_f )</td>
<td>( 12.5 \times 10^{-15} \text{m}^3/\text{molecule s} )</td>
<td>( C_d )</td>
<td>110\text{s}^{-1}</td>
</tr>
<tr>
<td>( C_b )</td>
<td>1000\text{s}^{-1}</td>
<td>( D_{\text{TX}} )</td>
<td>( 4.74 \times 10^{-12} \text{m}^2/\text{s} )</td>
</tr>
<tr>
<td>( a_{\text{tx}} )</td>
<td>0.024357\text{mm}</td>
<td>( \theta )</td>
<td>25^\circ\text{C}</td>
</tr>
</tbody>
</table>

**VI. EXPERIMENTAL RESULTS**

In this section, we will present the performance of the proposed techniques and compare them with existing techniques. In the present study, we have considered ECF at 25\(^\circ\text{C} \) as the diffusion medium and type \( W \) molecules are selected as calcium molecules. The typical values of the different parameters used in the simulation are shown in Table III and Monte-Carlo simulation has been used to obtain the results. The average value of BER has been obtained after 100 iterations, where each iteration has a different value of \( r(t) \). Also, different sequences of 100 bits are used in each iteration. The signal to noise ratio (SNR) is defined as [49]:

\[
\text{SNR} = 10\log_{10} \left[ \frac{E(\sum_{i=0}^{L-1}(\max(N_{Y_{\text{total}}}(i,k)))^2)}{Lm_n} \right]. \tag{25}
\]

The calculation of SNR is shown in the APPENDIX A. Since the external noise is modeled as a Poisson random variable [47], its mean and variance are equal to \( m_n \). In the denominator of (25), \( m_n \) denotes the variance.
A. Determining the threshold using maximum a posteriori probability (MAP) criterion

This section describes the probability mass functions obtained for all the detectors and thresholds are found using the MAP criterion. If $Z$ is the received signal, $P(1)$ is the apriori probability that Bit-1 is transmitted and $P(0)$ is the apriori probability that Bit-0 is transmitted and $P(1 | Z)$, $P(Z | 1)$ are the conditional probabilities then MAP rule states that:

$$b_i = \begin{cases} 1 & \text{if } P(1 | Z) > P(0 | Z), \\ 0 & \text{otherwise.} \end{cases}$$

(26)

or

$$\hat{b}_i = \begin{cases} 1 & \text{if } P(Z | 1)P(1) > P(Z | 0)P(0), \\ 0 & \text{otherwise.} \end{cases}$$

(27)

If $P(0)=P(1)$ then MAP rule reduces to the following:

$$\hat{b}_i = \begin{cases} 1 & \text{if } P(Z | 1) > P(Z | 0), \\ 0 & \text{otherwise.} \end{cases}$$

(28)

Probability mass function (PMF) of CDD, MCD, and SBD follows a skewellam distribution [50] which is the distribution of the difference between two Poisson distributed random variables. Since the received signal follows a Poisson distribution [33], the difference between the received signal at two different sampling times, follows a skellam distribution given by:

$$P(D = d) = e^{-(\mu_1+\mu_2)} \left(\frac{\mu_1}{\mu_2}\right)^{d/2} I_d(2\sqrt{\mu_1\mu_2})$$

(29)

where $P(D = d)$ is the probability that difference $D$ is equal to $d = N_1 - N_2$. $N_1$ and $N_2$ are poisson distributed random variables with mean $\mu_1$ and $\mu_2$, respectively. $I_d$ is the modified Bessel function of first kind. Fig. 6(a)(b)(c) are plotted using (29). We denote $d_{CDD}$ as the difference given by (21), $d_{MCD}$ as the difference given by (22) and $s = \max(N_{Y_{\text{total}}}(i, k + 1) - N_{Y_{\text{total}}}(i, k))$ is the numerator of (23) because multiplying $t_3$ in (23) to R.H.S. makes no difference in (23). Now, from Fig. 6(a) it can be observed that:

$$\begin{cases} P(d_{CDD}|b_j = 1) > P(d_{CDD}|b_j = 0) & \text{if } d_{CDD} > 0 \\ P(d_{CDD}|b_j = 1) < P(d_{CDD}|b_j = 0) & \text{if } d_{CDD} < 0. \end{cases}$$

(30)

Hence, the threshold for CDD can be selected as 0.

Also from Fig. 6(b), it can be observed that:

$$\begin{cases} P(d_{MCD}|b_j = 1) > P(d_{MCD}|b_j = 0) & \text{if } d_{MCD} > 0 \\ P(d_{MCD}|b_j = 1) < P(d_{MCD}|b_j = 0) & \text{if } d_{MCD} < 0. \end{cases}$$

(31)
Hence, the threshold for MCD can also be selected as 0. Similarly, threshold for slope based detector can also be selected as 0. CDD and MCD perform better than SBD because, for SBD, most of the values of s (given that Bit-0 was transmitted) are negative values which are very close to zero (Fig. 6(c)). Slight noise level can shift the value of s to a positive value where \( P(s|b_j = 1) \approx P(s|b_j = 0) \).

PMF of SSD follows a Poisson distribution given by the following expression:

\[
P(V = v) = \frac{\bar{N}_{y_{\text{total}}}^v e^{-\bar{N}_{y_{\text{total}}}}}{v!}, \tag{32}
\]

where \( V \) is the random variable denoting the number of molecules received. From Fig. 6(d) it can be observed that:

\[
\begin{align*}
P(v|b_j = 1) &< P(v|b_j = 0) & \text{if } v < 5 \\
P(v|b_j = 1) &\approx P(v|b_j = 0) & \text{if } 5 < v < 100 \\
P(v|b_j = 1) &> P(v|b_j = 0) & \text{if } v > 100.
\end{align*}
\tag{33}
\]

The second condition in Eqn. (33) is due to the ISI. Hence, it is difficult to find a threshold for SSD in the case of MMC system. MAP criteria are satisfied only for first and third conditions in Eqn. (33), therefore BER is high in case of SSD as evident from the simulation (Fig. 7 and Fig. 8).

**B. Impact of bit-sequence length on BER**

The impact of increasing bit sequence length on BER for the different detectors is shown in Fig. 7. At 60 dB SNR, BER values become large for all detectors because, during transmission of more amount of bits, the distance between the nanomachines may increase and fewer molecules might reach the receiver. This effect can be reduced by increasing the SNR to 80 dB. A high value of SNR is required in MMC relative to static MC [49]. This is because the distance between nanomachines may increase leading to insufficient signal power if less value of SNR is used. At different SNR values, CDD gives a better performance than SBD and SSD. Also, MCD outperforms other detectors.

**C. Impact of the initial distance between nanomachines on BER**

Distance between nanomachines also affects the BER value. The impact of the initial distance on BER for different detectors is shown in Fig. 8. It has been observed that beyond 20\( \mu \)m, the signal received is almost zero. As the distance increases, the number of molecules that reach the receiver decreases thereby increasing the BER for all the detectors. In this case also, MCD gives the lowest BER values.
their values can fluctuate rapidly in presence of noise and their difference can be negative where it is expected to be positive. CDD is less sensitive to noise because \( N_{Y,\text{total}}(i,t_2) \) and \( N_{Y,\text{total}}(i,t_1) \) are not adjacent samples. The concentration difference in (21) gives the largest concentration difference which is positive for Bit-1 and negative for Bit-0 as shown in Fig. 4. For, MCD the concentration difference given by (22) is positive for Bit-1 as it is coded by symbol \([1\ 0]\) and concentration difference given by (22) is negative for Bit-0 as it is coded by symbol \([0\ 1]\). This difference increases with SNR hence BER for MCD decreases with an increase in SNR.

### F. Variation of residual ISI power with SNR

Ignoring the effect of noise to observe the ISI mitigation capability of CDD, we denote \( N_{Y,\text{total}}(i,t_2) \) as:

\[
N_{Y,\text{total}}(i,t_2) = N_Y(i,t_2) + ISI(i,t_2),
\]

and \( N_{Y,\text{total}}(i,t_1) \) as follows:

\[
N_{Y,\text{total}}(i,t_1) = N_Y(i,t_1) + ISI(i,t_1).
\]

In the above expressions, \( N_Y(i,t_1) \) and \( N_Y(i,t_2) \) denotes the desired signal in \( i \)th bit duration at times \( t_1 \) and \( t_2 \), respectively. \( ISI(i,t_1) \) and \( ISI(i,t_2) \) be the inter-symbol-interference at times \( t_1 \) and \( t_2 \), respectively. Then if we subtract Eqn. (35) from Eqn. (34) we obtain the following:

\[
N_Y(i,t_2) + ISI(i,t_2) - N_Y(i,t_1) - ISI(i,t_1),
\]

or

\[
N_Y(i,t_2) - N_Y(i,t_1) + ISI(i,t_2) - ISI(i,t_1).
\]

From Fig. 4 it is evident that in case of Bit-1 \( t_1 \) is very close to \( t_2 \) and the ISI signal decreases very gradually [49] as it has a long tail distribution. So, the following can be assumed:

\[
ISI(i,t_1) \approx ISI(i,t_2).
\]

Then Eqn. (38) reduces to the following expression:

\[
N_Y(i,t_2) - N_Y(i,t_1),
\]

which is the actual concentration difference at times \( t_1 \) and \( t_2 \), respectively. Hence ISI mitigation is achieved when a Bit-1 is received.
In cases of Bit-0 \( N_Y(i, t_2) \) and \( N_Y(i, t_2) \) are zero because no molecules are transmitted for sending Bit-0. So, Eqn. (37) reduces to the following expression:

\[
ISI(i, t_2) - ISI(i, t_1).
\] (40)

It can be observed from Fig. 4 that ISI decreases with time. As an example, during 0.5s - 0.6s, \( ISI(i, t_2) < ISI(i, t_1) \). So, (40) gives a negative concentration difference for Bit-0. CDD eliminates the ISI if Bit-1 is received and utilizes the ISI signal to detect Bit-0. Thus, ISI is not detrimental in CDD. Further the residual ISI (plotted in Fig. 11) power is given by:

\[
10\log_{10} \left[ E(\sum_{i=1}^{L-1} (ISI(i, t_2) - ISI(i, t_1))^2/(L-1) \right],
\] (41)

![Graph showing variation of residual ISI power with SNR](image)

Fig. 11: Variation of residual ISI power with SNR with bit duration of 0.1s.

Having this residual ISI power, MCD can provide accurate detection. As evident in Fig. 5 that difference between consecutive peaks (Peak 1 - Peak 2) in a symbol is positive if Bit-1 is received and the difference between consecutive peaks (Peak 5 - Peak 6) in a symbol is negative if Bit-0 is received. So, accurate detection is possible. Also, ISI mitigation is achieved if such a concentration difference is taken as a decision metric as suggested in [49], where the effect of concentration difference for static MC is studied and no coding was used. So, if consecutive bits [1 1] or [0 0] are received their difference is zero. Hence, coding the Bit-1 by symbol [1 0] and Bit-0 by symbol [0 1] is necessary to differentiate between Bit-1 and Bit-0. ISI power of the difference signal in MCD is calculated and plotted in Fig. 11 in a similar manner as CDD. The residual ISI power increases with an increase in SNR for the detectors CDD and MCD as shown in Fig. 11. As CDD utilizes the ISI to detect Bit-0 hence some amount of ISI power is desirable in CDD. For MCD, the ISI is detrimental. Despite of ISI, MCD gives a better BER performance at 70 dB and 80 dB SNR values.

G. Comparative Perspectives

An overall comparison of different results are shown in Table I and Table IV. Table I presents some of the important results of the literature in this context and Table IV compares our detector performance with two other existing detectors. If the bit duration is 0.1s, SSD gives a data rate of 10bps but high BER. The BER decreases moderately with an increase in SNR. The BER decreases with an increase in bit duration because of reduced ISI. Also, for the same bit duration, SBD gives a data rate of 10bps and a relatively low BER than SSD. The BER decreases significantly with an increase in SNR. It is less robust to noise because the slope value is actually the difference between the concentration of consecutive samples, which can fluctuate rapidly with noise. CDD gives a data rate of 5bps and relatively lower BER than SSD and SBD both. The BER decreases significantly with an increase in SNR. It is relatively more robust to noise because it calculates the largest concentration difference possible. CDD is less sensitive to ISI, as, it gives a low BER than SSD and SBD for less value of bit duration, 0.1s, which can be seen in Fig. 9(c). MCD gives a data rate of 5bps and a relatively lower BER than SSD, SBD, and CDD. The BER decreases significantly with an increase in SNR. It is relatively more robust to noise than the other detectors because the concentration difference between peaks of consecutive bits in a symbol is taken which is expected to be positive for Bit-1 and negative for Bit-0. Further MCD is less sensitive to ISI, as, it gives a low BER than SSD, SBD, and CDD for less value of bit duration, 0.1s, which can be seen in Fig. 9. Another advantage of CDD and MCD over other detectors is that both of these detectors do not need an adaptive threshold for detection in MMC.

TABLE IV: Comparison of Different Techniques

<table>
<thead>
<tr>
<th>Parameters</th>
<th>SSD [33]</th>
<th>SBD [31]</th>
<th>CDD</th>
<th>MCD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR at BER 10^{-3}</td>
<td>-</td>
<td>75 dB</td>
<td>72 dB</td>
<td>69 dB</td>
</tr>
<tr>
<td>BER at SNR=70 dB with same bit duration=0.2</td>
<td>0.004</td>
<td>0.008</td>
<td>0.004</td>
<td>10^{-4}</td>
</tr>
<tr>
<td>BER at SNR=70 dB with same initial distance=10um</td>
<td>0.1643</td>
<td>0.0051</td>
<td>0.002</td>
<td>0.0005</td>
</tr>
<tr>
<td>BER at SNR=70 dB with same bit sequence=6000</td>
<td>0.334</td>
<td>0.005</td>
<td>0.003</td>
<td>0.0006</td>
</tr>
<tr>
<td>Data rate (bps) at bit duration 0.1s</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>5</td>
</tr>
</tbody>
</table>

VII. CONCLUSION AND FUTURE SCOPES

This work evaluated the performance of a new CDD technique for signal detection in an MMC scenario. A MCD technique has been also been explored. The differential detector calculates the difference between peaks of consecutive symbols. The detection threshold is selected using MAP rule, which is difficult in MMC. The proposed CDD and MCD techniques does not need an adaptive threshold to detect the bit. The performance of these detectors is compared with other existing detection techniques. Results reveal that CDD and MCD achieves a better BER performance than SSD and SBD even at 3 dB and 6 dB less SNR, respectively with other similar parameters. The proposed CDD and MCD techniques out perform other existing techniques in terms of different bit-sequence length, various initial distance and different bit
duration. Results show that the MCD technique is 3 dB less sensitive to ISI than CDD technique with a bit duration of 0.1s. With further reduction in bit duration, ISI causes errors in detection. If errors are more, nanomachines cannot decode the commands correctly e.g., to increase or decrease the dosage of the drug. Future investigation includes detection techniques with ISI mitigation.

APPENDIX A

CALCULATION OF SIGNAL TO NOISE RATIO (SNR)

We show the calculation of SNR here. If we denote max($N_Y$) by $X_i$, then Eqn. (25) can be written as

$$SNR = 10 \log_{10} \left[ \frac{E(\sum_{i=0}^{L-1} X_i^2)}{2^m_n} \right].$$

(42)

Expanding the above equation results in

$$SNR = 10 \log_{10} \left[ \frac{E(X_i^2) + E(X_i^2) + \ldots + E(X_{L-1}^2)}{2^m_n} \right].$$

(43)

Now, $E(X_i^2)$ can be found using the formula

$$variance = E(X_i^2) - (E(X_i))^2,$$

(44)

or

$$E(X_i^2) = variance + (E(X_i))^2.$$  

(45)

Since, the received signal is poisson distributed, its mean and variance are equal. So,

$$E(X_i) = variance,$$

(46)

then,

$$E(X_i^2) = E(X_i) + (E(X_i))^2.$$  

(47)

So, $E(X_i^2)$ can be found using above equation where $E(X_i)$ is expected maximum value of received signal in $i$th bit duration and can be calculated by finding the maximum value of Eqn. (19). $L$ and $m_n$ are total number bits transmitted and mean value of poisson distributed noise respectively. Both are constants, so SNR can be found using Eqn. (25).
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